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one further data point,

- updating the calculation of the actuating variable by
fitting the polynomial function to data points defined in
the shifted smoothing window.

Figure 1A

Printed by Jouve, 75001 PARIS (FR)



10

15

20

25

30

35

40

45

50

55

EP 2 886 409 A1
Description

[0001] The invention relates to a method, computer program product, device, and vehicle for calculating an actuating
variable for the operation of a vehicle and to using such a device to calculate an actuating variable for the operation of
a vehicle.

[0002] In particular, the invention relates to optimising a driving strategy of a vehicle. Optimising the driving strategy
of a vehicle may be achieved by determining an optimised value or development of at least one actuating variable for
the operation of the vehicle, the actuating variable being optimised with respect to an energy consumption of the vehicle.
Such an actuating variable may for example be the velocity of the vehicle on a given driving route. Using the optimised
actuating variable when driving the vehicle will save energy compared to a setting in that the vehicle is operated with
another value of said actuating variable.

[0003] Itis known to use the Bellman principle to determine an actuating variable that is optimised for a predetermined
driving route. Using the Bellman principle to calculate actuating variables for the operation of a vehicle has the disad-
vantage that the method gets very complicated and uses a lot of computational resources when a detailed raster is used.
Furthermore, adjustments caused by environmental changes may not be taken into account directly. For example, if a
driver of a vehicle is not able to drive at a predetermined speed, the speed being the actuating variable, this current real
speed as opposed to a calculated theoretical speed may affect the calculation model based on the Bellman principle in
a way that the speed determined by the model may no longer be optimised with respect to the energy consumption of
the vehicle.

[0004] A problem relates to a way of determining an actuating variable for the operation of a vehicle that is optimised
with respect to the energy consumption of the vehicle, that enables a fast response to environmental changes, and that
needs limited processing resources.

[0005] This problem is solved by the subject-matter of the independent claims.

[0006] One aspect relates to a method of calculating an actuating variable for the operation of a vehicle, comprising
the steps of:

- choosing a section of a route of the vehicle as a smoothing window in which the actuating variable is to be calculated,

- fitting a polynomial function representing the actuating variable to a time series of given data points in the smoothing
window,

- calculating the actuating variable within the smoothing window,

- shifting the chosen smoothing window by adding at least one further data point,

- updating the calculation of the actuating variable by fitting the polynomial function to data points of the shifted
smoothing window.

[0007] The actuating variable may be calculated to optimise the energy consumption of the vehicle. The actuating
variable is related to the operation of the vehicle and may be set automatically or manually to a preset value. An optimised
value for the setting of the actuating variable is calculated by the method. The actuating variable may be the velocity of
the vehicle, or any actuating variable related to the energy consumption of the vehicle.

[0008] As section of the route, a part of the route on which the vehicle is moving or on which the vehicle is supposed
to move within the near future may be chosen. Preferably, said smoothing window is chosen to contain the position of
the vehicle. For example, the smoothing window may contain a section of the route of the vehicle that includes the
current position of the vehicle and that comprises a length from 10 m to 1000 m, preferably from 50 m to 500 m, more
preferably from 100 m to 200 m.

[0009] The vehicle may be any vehicle that is able to drive on land and/or sea, and/or that is able to fly. Thus, the
route of the vehicle may in particular be a driving route, a flying route, a train route, and/or a shipping route of the vehicle.
[0010] A polynomial function is used that represents the actuating variable. The polynomial function is defined on the
smoothing window and may give the actuating variable for any time/location within the smoothing window. Outside the
smoothing window, the polynomial function may be defined but may not be fitted to any data points. The time series of
given data points is defined within the smoothing window. The given data points may contain information about a speed
limit at a certain location along a given route of the vehicle, and/or may contain information about bends of the road or
hills that may influence the actuating variable, e.g. the velocity of the vehicle. The polynomial function is fitted to connect
the given data points, preferably continuously, within the currently active smoothing window. The fitting of the polynomial
function may be achieved by mathematical filter operations.

[0011] The actuating variable is calculated for at least one value within the smoothing window. Furthermore, a devel-
opment of the actuating variable over the whole smoothing window may be calculated. The result of the calculation may
be displayed, e.g. as a recommendation of the actuating variable, and/or may be used as target-setting for an automatic
speed control.

[0012] As soon as the currently relevant actuating variable is determined, the smoothing window is shifted by adding
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at least one further data point. The smoothing window may be shifted into the future on a time scale. A corresponding
shifting distance may correspond to the distance that the vehicle will drive within this time shift. For example, the smoothing
window may be shifted forward by 1 s corresponding to shifting the section of the route of the vehicle e.g. 10 m ahead,
depending on the current speed of the vehicle. Both the end and the beginning of the smoothing window may be shifted
by the same distance and/or the same time. Alternatively, the length of the smoothing window may be altered for each
repetition to include only predetermined data points. When shifting the smoothing window, at least one further data point
is added to the smoothing window, while former relevant data points that are at a position outside of the shifted smoothing
window may be dropped from the calculation.

[0013] As starting point for a smoothing window, the actual position of the vehicle may be chosen. As end point of the
smoothing window, a predetermined distance ahead of the vehicle along the predetermined route of the vehicle may be
chosen. Both the starting point and the end point of the smoothing window may be updated regularly, e.g. depending
on the current position of the vehicle.

[0014] After the calculation of the actuating variable, or the calculation of a development of the actuating variable
within the smoothing window, an update of the model is achieved by fitting the polynomial function to data points of the
shifted smoothing window. The polynomial function representing the actuating variable is shifted together with the smooth-
ing window. This enables the calculation of an updated actuating variable within the shifted smoothing window. The
polynomial function may be shifted to the new smoothing window and fitted to the data points given within the shifted
smoothing window.

[0015] By choosing areasonable length of the smoothing window, an actuating variable for the operation of the vehicle
may be calculated that is optimised with respect to the energy consumption of the vehicle. The method enables a quick
response to current influences by the surroundings that affect the actuating variable.

[0016] The actuating value thatis determined by the calculation may be used to operate the vehicle with the determined
actuating variable. For example, the actuating value may be an actuating value related to the engine of the vehicle.
Then, the determined actuating value may be used to operate the engine of the vehicle. For example, an acceleration,
the number of revolutions of the engine, a velocity, a motoring torque, and/or an energy consumption of the engine may
be adjusted to correspond to the calculated actuating value. In general, the vehicle may be operated in a way that uses
the determined actuating value as an operative actuating value for the movement of the vehicle.

[0017] The method may include a step of controlling the operation of the vehicle so that the actuating variable of the
operation of the vehicle is set to the actuating variable determined by the method described above.

[0018] Inanembodiment, a velocity and/or an acceleration of the vehicle is used as the actuating variable. The velocity
and the acceleration of the vehicle have a direct impact on the energy consumption of the vehicle. Another possible
actuating variable for the optimisation may be the angular position of the steering wheel of the vehicle.

[0019] In an embodiment, a Kalman filter is used to fit the polynomial function to the smoothing window. Kalman filters
are known from the document "A New Approach to Linear Filtering and Prediction Problems" by R. E. Kalman, Journal
of Basic Engineering, 1960 by ASME. Kalman filters provide a known mathematical method of estimating state-space
models and/or input-output models. The method may be implemented by using a Polynomial Kalman Smoother (PKS)
to fit the polynomial function to the time series of data points.

[0020] According to an embodiment, the smoothing window is shifted on a distance scale corresponding to an amount
of time passed since a foregoing repetition of the calculation. This enables an updating of the actuating variable for a
currently relevant point of time. For example, if the calculation is repeated every second, the smoothing window will be
shifted by one second on a time scale, and by a section of the route of the vehicle corresponding to the distance that
the vehicle drove within the last second. Both the starting point and the end point of the smoothing window may be
shifted by the same amount of time/distance. Both the start and the end point of the smoothing window will be updated
regularly to or depending on the current position of the vehicle.

[0021] In an embodiment, both the starting point and the end point of the smoothing window are shifted by the same
shifting distance, and wherein data outside of the shifted smoothing window are neglected. The neglecting of data points
may be accomplished by an exponentially increasing forgetting factor for those data points that were previously located
within the active smoothing window. This may result in certain data points becoming disregarded when updating both
the polynomial function and the calculating of the actuating variable for the shifted smoothing window.

[0022] In an embodiment, the calculation is executed in an online fashion. This means that the processing speed of
the calculation is higher that the clock speed of the calculation, e.g. the shifting time of the smoothing window. This
keeps the calculation of the actuating variable up to date and results in an online calculation of the current actuating
variable. In particular, the shifting of the smoothing window, the shifting of the polynomial function, the fitting of the
polynomial function, and the calculation of the actuating variable for the operation of the vehicle are all executed in a
time span that is shorter than the step size (on a time scale) that is used to shift the smoothing window. For example,
when the smoothing window is usually shifted by one second, the corresponding calculations are executed in less than
one second. This enables a quick reaction to any environmental influence and enables a determination of the actuating
variable in an online fashion.
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[0023] In an embodiment, the data points comprise information related to the actuating variable at positions along the
route of the vehicle. This information may include a speed limit and/or route conditions that influence the velocity of the
vehicle.

[0024] In an embodiment, the steps of shifting the smoothing window and updating the calculation of the actuating
variable are repeated as long as the calculation is activated. The calculation may be activated while the vehicle is driven,
while a route of the vehicle is known, while the engine of the vehicle is running, and/or while the calculation is started
manually by a user, e.g. the driver of the vehicle.

[0025] In an embodiment of the invention, the method is carried out as computer implemented method by a program-
mable processor.

[0026] An aspect relates to a computer programme product comprising a computer readable storage medium storing
one or more programmes, the one or more programmes comprising instructions that, when executed by at least one
programmable processor, cause the at least one programmable processor to perform the method according to the
previous aspect of the invention.

[0027] An aspect relates to a device for calculating an actuating variable for the operation of a vehicle, the device
comprises:

- a choosing unit for choosing a section of a route as a smoothing window in which the actuating variable is to be
calculated,

- afitting unit for fitting a polynomial function representing the actuating variable to a time series of given data points
in the smoothing window,

- acalculation unit for calculating the actuating variable within the smoothing window,

- a shifting unit for shifting the chosen smoothing window by adding at least one further data point,

- anupdating unit for updating the calculation of the actuating variable by fitting the polynomial function to data points
defined in the shifted smoothing window.

[0028] The device and its units may comprise circuits, processors, memory, interfaces, connections and/or further
elements that enable the device and its units to calculate an actuating value according to the method of the first aspect
of the invention. The device may comprise a computer-readable storage medium storing one or more programs, the
one or more programs comprising instructions. The device may comprise an interface that enables a connection of the
device to the internet.

[0029] An aspect relates to a vehicle that comprises a device for calculating an actuating variable for the operation of
a vehicle according to the previous aspect of the invention. In particular, the vehicle may be able to calculate the speed
and/or acceleration of the vehicle in an online fashion according to the method described above.

[0030] An aspect relates to a method of calculating an actuating variable for the operation of a device, comprising the
steps of:

- choosing a subset of a data set as a smoothing window in which the actuating variable is to be calculated,

- fitting a polynomial function representing the actuating variable to a time series of given data points in the smoothing
window,

- calculating the actuating variable within the smoothing window,

- shifting the chosen smoothing window by adding at least one further data point,

- updating the calculation of the actuating variable by fitting the polynomial function to data points defined in the shifted
smoothing window.

[0031] The method may be accomplished by applying a Polynomial Kalman Smoother (PKS) to calculate the actuating
variable.

[0032] Further aspects of the invention are shown in the figures. Shown by:

Fig. 1A is a schematic diagram of a polynomial function defined on a predetermined smoothing window,

Fig. 1B is a schematic diagram of a shifting of a predetermined smoothing window,

Fig. 1C is a schematic diagram of a shifting of the polynomial function shown in Fig. 1A to the shifted smoothing
window shown by Fig. 1B,

Fig. 1D is in a schematic diagram the shifted polynomial function shown by Fig. 1C fitted to data points of a shifted
smoothing window,
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Fig. 2A s in a diagram the result of applying different substitutions to a polynomial function of 7th degree in order to
shift the polynomial function,

Fig. 2B  is an algorithm to develop matrix elements for a shifting matrix,

Fig. 3A  isin a diagram a polynomial function of the degree 3 fitted to 10 data points,

Fig. 3B is an algorithm to apply a Kalman Filter to a polynomial function to fit the function to data points, and
Fig. 4 is a block diagram of updating a polynomial function.

[0033] As amethod to calculate an actuating value for the operation of a vehicle, an approach is chosen that includes
a polynomial function for extracting a signal from a noisy time series. A method of calculating an actuating variable for
the operation of a vehicle is explained as an embodiment wherein a Polynomial Kalman Smoother (short: PKS) is used.
The PKS uses a single polynomial function to describe the underlaying noise free signal of a noisy time series. The PKS
needs only a single update step to include a new data point. The PKS enables accessing a number of data points within
a smoothing window and may evaluate a polynomial function together with its derivatives at multiple points. The method
includes a determination of the coefficients of the polynomial function.

[0034] Fig. 1A shows a schematic diagram of a polynomial function f(u) defined within a smoothing window dF. The
smoothing window dF may be chosen as section of a route on which a vehicle is currently moving. The route may be a
driving route of a vehicle. The length of the smoothing window dF may correspond to a distance from 10 m to 1000 m.
The smoothing window comprises a starting point So that may be chosen as a current position of the vehicle. The
smoothing window extends from the starting point So to the end point S, of the smoothing window. Alternatively, the
current position of the vehicle may be a position within the smoothing window, e.g. the middle of the smoothing window.
[0035] Within the smoothing window dF, a few data points P are given. The data points P may contain information
about a speed limit at the position of the driving route to which the data point P corresponds, and/or may contain
information about road conditions like bends, hills, etc. which may affect the maximum velocity of the vehicle.

[0036] The u-axis of the diagram shown in Fig. 1A corresponds to a position on a driving route. The y-axis corresponds
to a vehicle speed.

[0037] The data points P may be chosen in a fixed and predetermined raster, e.g. one data point for every meter of
the driving route. The raster distance for the data points influences the needed computational resources to calculate the
actuating variable. Sufficiently exact results are achieved by choosing a raster of 10 m or even 20 m. Modern processors
are able to even handle a raster distance of one meter in an online fashion. Thus, a raster size between 0.5 m and 30
m is preferably chosen.

[0038] Fig. 1B shows in a schematic diagram the shifting of the smoothing window dF to a shifted smoothing window
dF’. Both the starting point So and the end point S, of the smoothing window dF are shifted for the same shifting
distance dS onto the shifted starting point S’y and the shifted end point §’j,,,,. The shifting distance dS may be chosen
to correspond to a distance that the vehicle drove since the last update of the calculation, or may be chosen to correspond
to a fixed time constant of a few seconds.

[0039] Fig. 1C shows in a schematic diagram the polynomial function f(u) shifted to the shifted smoothing window dF’.
The shifted smoothing window dF’ contains at least one new data point located in [S,,,;,, S'naxl- Thus, the polynomial
function f(u) may be updated and fitted to all the data points P given in the the shifted smoothing window dF’.

[0040] Fig.1 D shows in a schematic diagram a refitted polynomial function f'(u) fitted to the data points P of the shifted
smoothing window dF’. The shifted and fitted polynomial function f(u) is defined within the shifted smoothing window
dF’. The shifted and refitted polynomial function f(u) may be used to calculate an actuating variable like a recommended
velocity of a vehicle for every position within the shifted smoothing window dF’.

Polynomial Functions

[0041] A polynomial function f(u) or d of degree n, where n is the number of polynomial parameters, may be written
as follows:

R o~ oI N R
d="7; +Tou -+ Tau” + - - + 20" !
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[0042] Therein, a control input vector is defined as u=(u?, u?, u?, ...,u™) that contains the needed powers of the input
variable u, e.g. a position on a driving route. The estimated state vector)A( = ()A(1,)A(2,)A(3,...,)A(n)7 contains the coefficients of
the polynomial function for the position T. The control input vector comprises the powers of the position of the current
data point, the current data point being at the position T. Indicator d comprises the value of the current data point.
[0043] The polynomial function may be shifted along the dimension of the input variable by substituting the input
variable u with u+4,. In this notation, a positive shift () shifts the polynomial function in the direction of smaller input
values and vice versa, as shown in the schematic diagram of Fig. 2A. Fig. 2A shows the effect of different substitutions
to a polynomial function of the seventh degree. The shifting of a polynomial function applies by substitution of the input
variable u.

[0044] For a polynomial function of degree 3, the substitution can be written as follows:

K -~ -~ . g -~ 2 -~ 3
d = Ty -+ Tg (’U, T 5’1},) + 933(71 ~+ 5u) + *7*4;(111 + (Su)
[0045] Thus, the shifted polynomial function a may be rearranged:

d :'-“—»5311, “‘f“‘%géu +:L:5(5'3‘ +?45§0
+Tou +T320,0 +T4300u
~!—§33'll-2 +T 430,

+ 308

[0046] The rearranged representation helps to identify the set of coefficients for the shifted polynomial function d.
Furthermore, the rearranged representation shows the difference to the original polynomial function d. Thus, a shifting
matrix (A ) may be gefined that transforms the original set of coefficients x to a new set of coefficients x’ for the shifted
polynomial function @ by a matrix multiplication. For a polynomial function of degree 3, the shifting matrix and the new
set of coefficients may be written as:

182
361

1

[0047] The shifting matrix (A5, ) describes the transition of the coefficients x of the polynomial function from the previous
state to the current state.

[0048] In general, the shifting matrix (As,) may be generated by an algorithm, e.g. the algorithm shown in Fig. 2B.
The algorithm shown in Fig. 2A generates a shifting matrix for any integer polynomial degree and for any shift. The
algorithm is written in a MATLAB-like pseudocode. The algorithm develops the matrix elements for a shifting operator
for a shift of 6, =1. For this, the shifting matrix is initialized as a zero matrix and the elements of the first row are set to
1. To derive the main matrix elements, the elements to the left are added to the elements to the upper left:
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[0049] The algorithm may be executed to generate all elements of the upper diagonal matrix starting in the second
row, i.e. (I >2) A (i <j). During a second step, the upper diagonal matrix elements are multiplied by the shift ¢, raised to
the power of the column index (i) minus the row index (j):

Jﬁthu’ (l’ j) - A‘Su (F‘i? j) : {;(SJ»,)

[0050] For the PKS algorithm, increasing or decreasing the domain size changes the function properties, e.g. how the
ability to follow changes in the amplitude of the signal influences the polynomial coefficients. Furthermore, shifting a
function can be understood as shifting the domain of the function in the opposite direction. That is, shifting a function by
d, = 1 while maintaining the domain position is equivalent to shifting the domain by ¢, = -1 while keeping the function
untouched.

Kalman Filter for Fitting a Polynomial Function

[0051] A Kalman filter algorithm provides a recursive solution to the problem of linear filtering. For this, a measurement
noise matrix R is used in a linear Kalman filter framework, similar to a forgetting factor (1) known from the usage in
Recursive Least Squares (RLS) filters. The measurement noise matrix R can be used as quantifier between 0 and 1.
Preferably, a value larger than 0.9 is chosen for the measurement noise matrix R.

[0052] At each iteration, a measurement matrix (C) is set equal to the control input vector (u), waiving the usage of a
control matrix. This allows using a state vector with just the size of the polynomial coefficients.

[0053] Fig. 3B shows an exemplary algorithm written in a matlab like pseudocode showing a sequence of operations
of a single filtering step, i.e. the adding of a single data point P. The algorithm shown in Fig. 3B provides an online filter
algorithm calculating for each time step k the adjusted polynomial coefficients Xand the corresponding covariance matrix
P.

[0054] In order to fit a polynomial function dto a set of data points d, the Kalman filter can be set up as follows:

_Z{ S— )\ s E

Ag =]

uy = {ul, ug,ul, .., up
di. = dy

[0055] A covariance matrix may be initialized as /ADO = 100-/. The estimated state vector may be initialized as )A(O =0.
The desired signal (d) may be recorded over input variable (u). For each step of index k=0 to k,,,, the Kalman filter
algorithm is applied and the inputs xk and Pk are calculated depending on the respective outputs of the previous iteration
for the previous index step.

[0056] Fig. 3A shows in a diagram a polynomial function of degree 3 fitted by a Kalman filter algorithm to ten data

points P. The polynomial function is defined on the domain u =[1, 10] as smoothing window.

Signal Extraction Algorithm

[0057] For the Polynomial Kalman Smoother (PKS), a method of shifting a polynomial function is combined with the
mathematical procedure of fitting a polynomial function to a set of data points by a Kalman filter operation. The recursive
nature of the Kalman filter may, thus, be used in combination with a transient memory implemented via a forgetting
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factor. Thus, a signal extraction is achieved in two steps, namely an update step and an evaluation step.

[0058] For the update step, a current set of polynomial parameters )A(k and the respective estimated covariance matrix
(IAD) are needed. For this, either the initial parameters )A(O and theinitial covariance matrix ,“30 may be used, or the parameters
and the matrix of the already fitted polynomial function as shown, e.g., in Fig. 3A.

[0059] A domain of the polynomial function has to be defined, e.g. a domain from zero to ten as shown in Fig. 3A. The
domain of the polynomial function corresponds to a smoothing window. When applying a shift of the domain, the distance
from an actual data point to a new data point is to be calculated as shifting distance.

[0060] In an exemplary embodiment, the shifting distance is defined as 1. The measurement noise (R) is set to
1-(1/10)=0.94, the input variable (u) is set to 10, and the shift (5,) is set to 1. The shifting matrix (A ,) may, thus, be
derived by an algorithm similar to the algorithm shown in Fig. 2B. A control input vector may be derived by a Kalman
filter. For a polynomial function of degree 3, the Kalman filter set up may be expressed as follows:

11117

2 3

R=09 Ay = A5, = gélé
D001

Uy = (1,10,100,1000)
dk=dk

[0061] For the second step of the signal extraction, the evaluation step, a point is chosen where to evaluate the fitted
and updated function, e.g. at the middle of the shifted smoothing window, at the position 5.5. Again, the control input
vector is derived with a Kalman filter, in this example as u = (1, 5.5, 30.25, 166.375). The control input vector is multiplied
with the estimated state vector to obtain the extracted signal:

)
il
=g
8)

[0062] In this setup, the filter delay of 4.5 s is obtained if the unitof uis 1 s.

[0063] Fig. 4 shows a block diagram of how the polynomial function is updated. As input, parameters are used as the
length of the window, the measurement noise matrix R, the control input vector u, and the shifting matrix A. Another
input d is provided by the current indicator. Accordingly, the actuating variable data given position is, thus:

s

d=u -

[0064] The algorithm is able to respond to any conditions/requirements changing the data points during the run time
of the algorithm, and to any requirement of new/additional data points for the calculation. In such a case, such parameters
may be input at any time into the Kalman filter as an update. The Polynomial Kalman Shifting algorithm as shown in Fig.
4 adjusts the polynomial function according to the block diagram. Such an amendment may be necessary, e.g., because
a velocity of the driven vehicle differs from the velocity as calculated in the previous recursion of the calculation.
[0065] The method enables an efficient and fast processing that requires only a limited processing capacity depending
on the length of the smoothing window. Changes caused by any environmental influence may be taken into account by
the algorithm within a single repetition.

[0066] The method uses a polynomial function that is well defined over the whole smoothing window as analytical
polynomial function with specific parameters. The polynomial function allows the determination and calculation of an
actuating variable and its optimised development by using online filter algorithms. Changes may be implemented into
the calculation in real time.

[0067] Fig.4 shows that the online filter algorithm requires a limited computer memory. The required computer memory
is independent of the length of the smoothing window since only the coefficients of x and the variance matrix P have to
be stored in the memory.

[0068] The algorithm shown in Fig. 3B shows how the online filter algorithm provides a fast processing of new infor-
mation. New information may be introduced into the algorithm in form of a new data point P at a position T. Such a new
data point is processed by the algorithm within a single repetition so that the coefficients x of the polynome reflect the
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updated information. A recalculation of all the coefficients within the whole smoothing window is not required.
[0069] The actuating variable that is optimised may be a velocity, an acceleration, an energy consumption, and/or the
position of the steering wheel. Furthermore, the actuating variable may be a combination of the foresaid entities.

List of Reference Numerals

[0070]

f(u), 271 polynomial function

f(u), d  shifted polynomial function

dF smoothing window

dF’ shifted smoothing window

P data point

ds shifting distance

Sy starting point of the smoothing window

Smax end point of the smoothing window

S’ shifted starting point of the smoothing window

S’ max shifted end point of the smoothing window

Claims

1. Method of calculating an actuating variable for the operation of a vehicle, comprising the steps of:

- choosing a section of a route as a smoothing window in which the actuating variable is to be calculated,

- fitting a polynomial function representing the actuating variable to a time series of given data points in the
smoothing window,

- calculating the actuating variable within the smoothing window,

- shifting the chosen smoothing window by adding at least one further data point,

- updating the calculation of the actuating variable by fitting the polynomial function to data points defined in the
shifted smoothing window.

2. Method according to claim 1, wherein a velocity and/or an acceleration of the vehicle is used as the actuating variable.

3. Method according to claim 1 or 2, wherein a Kalman Filter is used to fit the polynomial function to the data points
within the smoothing window.

4. Method according to any of the preceding claims, wherein the smoothing window is shifted on a distance scale
corresponding to an amount of time passed since a foregoing repetition of the calculation.

5. Method according to any of the preceding claims, wherein both the starting point and the end point of the smoothing
window are shifted by the same shifting distance, and wherein data points outside of the shifted smoothing are
neglected.

6. Method according to any of the preceding claims, wherein the calculation is executed in an online fashion.

7. Method according to any of the preceding claims, wherein the data points comprise information related to the
actuating variable at points along the driving route.

8. Method according to any of the preceding claims, wherein the steps of shifting the smoothing window and updating
the calculation of the actuating variable are repeated as long as the calculation is activated.

9. Method according to any of the preceding claims, wherein the method is carried out as computer-implemented
method by a programmable processor.

10. A computer program product comprising a computer-readable storage medium storing one or more programs, the

one or more programs comprising instructions that, when executed by at least one programmable processor, cause
the at least one programmable processor to perform the method according to one of the preceding claims.
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11. Device for calculating an actuating variable for the operation of a vehicle, comprising:

- a choosing unit for choosing a section of a route as a smoothing window in which the actuating variable is to
be calculated,

- a fitting unit for fitting a polynomial function representing the actuating variable to a time series of given data
points in the smoothing window,

- a calculation unit for calculating the actuating variable within the smoothing window,

- a shifting unit for shifting the chosen smoothing window by adding at least one further data point,

- an updating unit for updating the calculation of the actuating variable by fitting the polynomial function to data
points defined in the shifted smoothing window.

12. Using the device according to claim 11 to calculate an actuating value according to the method according to any of
claims 1 to 9.

13. Vehicle, comprising a device for calculating an actuating variable for the operation of a vehicle according to claim 11.

10
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